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ABSTRACT 

In this paper, An EOQ model for a linear deteriorating inventory policy for items with power demand pattern 

is presented. Holding cost is assumed to be time-dependent. Shortages are allowed and partially backlogged. 

The paper aims at minimising the total inventory cost by optimising the scheduling period and optimal 

ordering quantity. A numerical example is presented to establish the applicability of the model and sensitivity 

analysis carried out based on the example to know the effect of changes in various parameters in the system. 
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1. INTRODUCTION 

Demand patterns is defined as different ways by which items are withdrawn out of inventory during 

the scheduling period to supply the need of the customers. The demand patterns is said to be uniform 

if the demand rate is the same during all the inventory period. One of the advantages of demand 

pattern is that it allows suiting the demand for more practical situations. Thus, the pattern permits 

representing the nature of demand when it is uniformly distributed throughout the cycle and also to 

reflect sales in different phrases of the products life cycle in the market. For example, the demand 

for inventory increases overtime during the growing period and a decrease in the decline phrase. In 

this work, demand is assumed to follows power pattern. 

 

Many papers on inventory policy consider that the demand follows a power pattern.[9] proposed an 

order-level inventory policy for deteriorating items with power demand pattern.[12] studied an 
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inventory model that has a variable rate of deterioration and the demand follows a power pattern. 

Also, [11] investigated a deteriorating inventory model for an item with power demand pattern with 

shortages. [13,14] extended Lee’s model to a general class with backlogging rate which is time 

proportional. Other interesting works can be found in [10, 17, 16, 15, 7, 19, 18, 6] 

 

In the management of inventory system, deterioration plays a very important role. Items kept for 

future use normally lose part of their value steadily with time, which is otherwise refers to as 

deterioration. Deterioration is defined as decrease, decline, damage, evaporation in the degree of 

excellence of a product over a period of time until the items become unusable. It may be as a result 

of the item having extended it’s fixed life span, or because the storage facilities are insufficient or 

unsatisfactory and also it may be as a result of careless handling of the items in the 

storehouse/warehouse. Examples of such items include medicine, films, milk, meats fruits, vegetable 

etc. In analysing inventory system, deterioration must be taken into consideration to avoid shortages 

and to keep the system at optimum. The study of inventory that deteriorates over a period actually 

started with [20] who proposed a fashion items that deteriorate at the end of the storage period. 

 

2. Assumptions and notation 

 The inventory mathematical model for this work is developed based on the  

  following assumptions and notation. 

Notation:   

    •  𝑇 :Length of the inventory cycle.  

    •  𝑡1:Time at which the inventory depleted to 0.  

    •  𝑄1(𝑡): Positive inventory level at time 𝑡.  

    •  𝑄2(𝑡): Negative inventory level at time 𝑡.  

    •  𝜃: Deteriorating rate (0 < 𝜃 ≤ 1)  

    •  𝑃: Ordering quantity (units)  

    •  𝑀:Maximum inventory level during the cycle  

    •  𝑁: Maximum inventory level during negative inventory period  

    •  𝑑: Average demand per scheduling period per units per time  

    •  𝛾: Backlogging rate. (0 ≤ 𝛾 ≤ 1)  

    •  𝑛 :Demand pattern index, (𝑛 must be greater than 0)  

    •  𝐴 :Ordering cost ($ per order)  

    •  ℎ :Holding cost per unit ($ per /time/unit)  

    •  𝑍 :Purchasing cost per unit ($ per unit).  

    •  𝐾 :Cost per shortage unit ($ per unit).  

    •  𝑆 :Cost per lost sale unit ($ per unit).  
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    •  𝐻𝐶 :Holding cost per/time/unit.  

    •  𝑆𝐶 :Shortage cost per/time/unit  

    •  𝐿𝑆𝐶 :Lost sale cost per/time/unit.  

    • 𝑇𝐶 :Total cost of the inventory policy per/time/unit.  

 

Assumptions: .  

    1.   Demand is power demand pattern.  

    2.   Shortages is permitted and partially backlogged  

    3.   Deterioration rate of item is  a linear function of time  

    4.   Holding cost is time- dependent and taken as ℎ(𝑡) = ℎ + 𝛽𝑡, 

           where ℎ > 0, 𝛽 > 0  

    5.   Lead time is negligible.  

    6.   Replenishment is instantaneous.  

    7.   Demand 𝐷(𝑡) varies with time and taken as 𝐷(𝑡) =
𝑑𝑡

1
𝑛

𝑛𝑇
1
𝑛

−1
,where 𝑟 is the  

          average demand and the power index is 𝑛, 0 < 𝑛 < ∞ and 0 ≤ 𝑡 ≤ 𝑇. 

          The rate of demand at any given time 𝑡 is 𝐷′(𝑡) =
𝑑𝑡

1
𝑛

−1

𝑛𝑇
1
𝑛

−1
.  

 

3. Mathematical Formulation 

Let 𝑞1(𝑡) be the stock level at time t which ranges between 0 ≤ 𝑡 ≤ 𝑇.At the onset of the inventory cycle, 

the maximum inventory level 𝑄1(0) = 𝑀 reduces as a result of demand and the process of deterioration 

also set in for the items.At the interval 𝑡 = 𝑡1, the inventory system get down to zero level.Thereafter, at 

the interval [𝑡1, 𝑇], shortages occurs in the system and they are backlogged to the end of the cycle. At the 

interval 𝑡 = 𝑇, the system reach a level N.  

 

The inventory level 𝑄1(𝑡) and 𝑄2(𝑡) during the cycle period is describes in the Figure 1. Based on the 

above assumptions, the differential equations that represent stock level is given as: 
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𝑑𝑄1(𝑡)

𝑑𝑡
+ 𝜃𝑡𝑄(𝑡) =

𝑑𝑡
1
𝑛

−1

𝑛𝑇
1
𝑛−1

    0 ≤   𝑡 ≤ 𝑡1 (1) 

 with the boundary conditions 𝑄1(0) = 𝑀, 𝑄1(𝑡1) = 0   𝑎𝑛𝑑   𝑄2(𝑡1) = 0  

using the integrating factor 𝑒∫ 𝑝𝑑𝑡 = 𝑒
𝜃𝑡2

2   

 

 
𝑄1(𝑡)𝑒

𝜃𝑡2

2

𝑑𝑡
+ 𝜃𝑡𝑄1(𝑡)𝑒

𝜃𝑡2

2 = −
𝑑

𝑛𝑇
1
𝑛

−1
[𝑡

1

𝑛
−1𝑒

𝜃𝑡2

2 ] 

 𝑄1
′ 𝑒

𝜃𝑡2

2 = −
𝑑

𝑛𝑇
1
𝑛

−1
[∫ 𝑡

1

𝑛
−1𝑒

𝜃𝑡2

2 ] 𝑑𝑡 

 Since 𝜃 is small,0  ≤ 𝜃 ≤ 1, taking the first three terms of the power series,we have:  

 𝑒𝑥 = 1 + 𝑥 +
𝑥2

2!
+

𝑥3

3!
. . . . . . . . . . .. 
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 𝑒
𝜃𝑡2

2 = 1 +
𝜃𝑡2

2
+

(𝜃𝑡2)2

8
+

(𝜃𝑡2)3

24
+. . . . . . . . . . . . . . . . .. 

 𝑄1
′ (𝑡)𝑒

𝜃𝑡2

2 = −
𝑑

𝑛𝑇
1
𝑛

−1
[∫ 𝑡

1

𝑛
−1 (1 +

𝜃𝑡2

2
+

𝜃2𝑡4

8
)] 𝑑𝑡 

 𝑄1(𝑡)𝑒
𝜃𝑡2

2 = −
𝑑

𝑛𝑇
1
𝑛

−1
[𝑛𝑡

1

𝑛 +
𝑛𝜃𝑡

1
𝑛

+2

2(2𝑛+1)
+

𝑛𝜃2𝑡
1
𝑛

+4

8(4𝑛+1)
] + 𝐶 

 

 Using the boundary condition 𝑄1(0) = 𝑀  

𝑀 = 𝐶, therefore:  

 𝑄1(𝑡)𝑒
𝜃𝑡2

2 = 𝑀 −
𝑑

𝑛𝑇
1
𝑛

−1
[𝑛𝑡

1

𝑛 +
𝑛𝜃𝑡

1
𝑛

+2

2(2𝑛+1)
+

𝑛𝜃2𝑡
1
𝑛

+4

8(4𝑛+1)
] 

   

 𝑄1(𝑡) = 𝑀𝑒−
𝜃𝑡2

2 −
𝑑𝑒

−
𝜃𝑡2

2

𝑇
1
𝑛

−1
[𝑡

1

𝑛 +
𝜃𝑡

1
𝑛

+2

2(2𝑛+1)
+

𝜃2𝑡
1
𝑛

+4

8(4𝑛+1)
] (2) 

 

During the negative inventory, the policy is represented by the equation:  

 
𝑄2(𝑡)

𝑑𝑡
= −𝛾𝐷(𝑡)    𝑡1 ≤   𝑡 ≤ 𝑇 (3) 

 𝑄2
′ (𝑡) = −

𝛾𝑑

𝑛𝑇
1
𝑛

−1
∫ 𝑡

1

𝑛
−1𝑑𝑡 

 𝑄2(𝑡) = −
𝛾𝑑

𝑇
1
𝑛

−1
(𝑡

1

𝑛) + 𝐶 

          

 Using the boundary condition 𝑄2(𝑡1) = 0  

 0 = −
𝛾𝑑

𝑇
1
𝑛

−1
𝑡1

1

𝑛 + 𝐶 

 𝐶 =
𝛾𝑑

𝑇
1
𝑛

−1
𝑡1

1

𝑛 

             Therefore:  

 𝑄2(𝑡) =
𝛾𝑑

𝑇
1
𝑛

−1
[𝑡1

1

𝑛 − 𝑡
1

𝑛] (4) 

 𝑄1 is a continuously decreasing function in the time interval [0, 𝑇], therefore the initial net stock level at 

this interval is obtained by substituting the boundary condition 𝑄𝑡1
= 0 into the Equation 3, we have  

 

 0 = 𝑀𝑒−
𝜃𝑡1

2

2 −
𝑑𝑒

−
𝜃𝑡1

2

2

𝑇
1
𝑛

−1
[𝑡1

1

𝑛 +
𝜃𝑡1

1
𝑛

+2

2(2𝑛+1)
+

𝜃2𝑡1

1
𝑛

+4

8(4𝑛+1)
] 
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 𝑀𝑒−
𝜃𝑡1

2

2 =
𝑑𝑒

−
𝜃𝑡1

2

2

𝑇
1
𝑛

−1
[𝑡1

1

𝑛 +
𝜃𝑡1

1
𝑛

+2

2(2𝑛+1)
+

𝜃2𝑡1

1
𝑛

+4

8(4𝑛+1)
] 

 𝑀 =
𝑑

𝑇
1
𝑛

−1
[𝑡1

1

𝑛 +
𝜃𝑡1

1
𝑛

+2

2(2𝑛+1)
+

𝜃2𝑡1

1
𝑛

+4

8(4𝑛+1)
] (5) 

 The maximum negative inventory per units is given as: 

 

 𝑁 = −𝑄2(𝑇) 

 𝑁 =
𝛾𝑑

𝑇
1
𝑛

−1
(𝑇

1

𝑛 − 𝑡1

1

𝑛) (6) 

 The order size during the entire period [0, 𝑇] is given as: 

 

 𝑃 = 𝑀 + 𝑁 

 𝑃 =
𝛾𝑑

𝑇
1
𝑛

−1
(𝑇

1

𝑛 − 𝑡1

1

𝑛) +
𝑑

𝑇
1
𝑛

−1
[𝑡1

1

𝑛 +
𝜃𝑡1

1
𝑛

+2

2(2𝑛+1)
+

𝜃2𝑡1

1
𝑛

+4

8(4𝑛+1)
] 

 𝑃 =
𝑑

𝑇
1
𝑛

−1
[𝛾𝑇

1

𝑛 − 𝛾𝑡1

1

𝑛 + 𝑡1

1

𝑛 +
𝜃𝑡1

1
𝑛

+2

2(2𝑛+1)
+

𝜃2𝑡1

1
𝑛

+4

8(4𝑛+1)
] (7) 

 

The cost of holding inventory occurs at the interval [0, 𝑡1] only, Hence the holding cost during  

this interval [0, 𝑡1] is obtained as follows: 

 

 𝐻𝐶 = ∫
𝑡1

0
ℎ(𝑡)𝑄1(𝑡)𝑑𝑡 

 𝐻𝐶 = ∫
𝑡1

0
(ℎ + 𝛽𝑡)𝑄1𝑑𝑡 

 𝐻𝐶 = ∫
𝑡1

0
(ℎ + 𝛽𝑡) [𝑡1

1

𝑛 − 𝑡
1

𝑛 −
𝜃𝑡2𝑡1

1
𝑛

2
+

𝜃2𝑡4𝑡1

1
𝑛

8
+

𝜃𝑛𝑡
1
𝑛

+2

2𝑛+1
+

𝜃𝑡1

1
𝑛

+2

2(2𝑛+1)
 

 −
𝜃2𝑡2𝑡1

1
𝑛

+2

4(2𝑛+1)
−

𝜃2𝑡
1
𝑛

+4

8
+

𝜃2𝑡
1
𝑛

+4

4(2𝑛+1)
−

𝜃2𝑡
1
𝑛

+4

8(4𝑛+1)
+

𝜃2𝑡1

1
𝑛

+4

8(4𝑛+1)
] 

                Upon expansion and some simplifications,we have: 

 

 𝐻𝐶 =
𝑑

𝑇
1
𝑛

−1
[ℎ𝑡1

1

𝑛
+1

−
ℎ𝑛𝑡1

1
𝑛

+1

𝑛+1
−

ℎ𝜃𝑡1

1
𝑛

+3

6
+

ℎ𝜃2𝑡1

1
𝑛

+5

40
+

ℎ𝜃𝑛2𝑡1

1
𝑛

+3

(2𝑛+1)(3𝑛+1)
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 +
ℎ𝜃𝑡1

1
𝑛

+3

2(2𝑛+1)
−

ℎ𝜃2𝑡1

1
𝑛

+5

12(2𝑛+1)
−

ℎ𝑛𝜃2𝑡1

1
𝑛

+5

8(5𝑛+1)
+

ℎ𝑛𝜃2𝑡1

1
𝑛

+5

4(5𝑛+1)(2𝑛+1)
 

 −
ℎ𝑛𝜃2𝑡1

1
𝑛

+5

8(5𝑛+1)(4𝑛+1)
+

ℎ𝜃2𝑡1

1
𝑛

+5

8(4𝑛+1)
+

𝛽𝑡1

1
𝑛

+2

2
−

𝛽𝑛𝑡1

1
𝑛

+2

2𝑛+1
−

𝛽𝜃𝑡1

1
𝑛

+4

8
 

 +
𝛽𝜃2𝑡1

1
𝑛

+6

48
+

𝛽𝜃2𝑛2𝑡1

1
𝑛

+4

(2𝑛+1)(4𝑛+1)
+

𝛽𝜃𝑡1

1
𝑛

+4

4(2𝑛+1)
−

𝛽𝜃2𝑡1

1
𝑛

+7

16(2𝑛+1)
−

𝛽𝜃2𝑛𝑡1

1
𝑛

+6

8(6𝑛+1)
 

 +
𝛽𝜃2𝑛𝑡1

1
𝑛

+6

8(6𝑛+1)
+

𝛽𝜃2𝑛𝑡1

1
𝑛

+6

4(2𝑛+1)(6𝑛+1)
−

𝛽𝜃2𝑛𝑡1

1
𝑛

+6

8(4𝑛+1)(6𝑛+1)
+

𝛽𝜃2𝑡1

1
𝑛

+6

16(4𝑛+1)
] (8) 

                 Purchase cost is obtained thus: 

 

 𝑃𝐶 = 𝑍 (𝑀 + ∫
𝑇

𝑡1
𝛾𝐷(𝑡)) 𝑑𝑡 

 𝑃𝐶 =
𝑍𝑑

𝑇
1
𝑛

−1
(𝑡1

1

𝑛 +
𝜃𝑡1

1
𝑛

+2

2(2𝑛+1)
+

𝜃2𝑡1

1
𝑛

+4

8(4𝑛+1)
+

𝛾

𝑛𝑇
1
𝑛

−1
(∫

𝑇

𝑡1
𝑡

1

𝑛
−1𝑑𝑡)) 

 𝑃𝐶 =
𝑍𝑑

𝑇
1
𝑛

−1
[𝑡1

1

𝑛 +
𝜃𝑡1

1
𝑛

+2

2(2𝑛+1)
+

𝜃2𝑡1

1
𝑛

+4

8(4𝑛+1)
+ 𝛾(𝑇

1

𝑛 − 𝑡1

1

𝑛)] (9) 

  

Shortages due to stock out is accumulated in the policy during the interval[𝑡1, 𝑇]. 

 

The policy attains optimum level of shortage at (𝑡 = 𝑇), hence the overall shortage cost at this 

period of time is obtained thus:  

 𝑆𝐶 = 𝐾 ∫
𝑇

𝑡1
− 𝑄2(𝑡)𝑑𝑡 

 𝑆𝐶 = 𝐾 ∫
𝑇

𝑡1
−

𝛾𝑑

𝑇
1
𝑛

−1
(𝑡1

1

𝑛 − 𝑡
1

𝑛)𝑑𝑡 

 𝑆𝐶 =
𝐾𝑑𝛾

𝑇
1
𝑛

−1
[𝑇𝑡1

1

𝑛 −
𝑛𝑇

1
𝑛

+1

𝑛+1
−

𝑡1

1
𝑛

+1

𝑛+1
] (10) 

 

 As a result of stock out during (𝑡1, 𝑇), Shortage is accumulated, but not all customers are willing to wait 

for the next lot size to arrive. Hence this result in some loss of sale which account to the loss in profits. 

Lost sale cost is calculated as follows: 

 

 𝐿𝑆𝐶 = 𝑆 ∫
𝑇

𝑡1
(1 − 𝛾)𝐷(𝑡)𝑑𝑡 
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 𝐿𝑆𝐶 =
𝑆𝑑(1−𝛾)

𝑇
1
𝑛

−1
[𝑇

1

𝑛 − 𝑡
1

𝑛] (11) 

 

The total cost for the inventory system consist of the following cost components: 

TC  = Ordering cost + Holding cost + Purchase cost + Shortage cost + Lost sale cost /T  

 𝑇𝐶 =
𝑑

𝑇
1
𝑛

−1
[ℎ𝑡1

1

𝑛
+1

−
ℎ𝑛𝑡1

1
𝑛

+1

𝑛+1
−

ℎ𝜃𝑡1

1
𝑛

+3

6
+

ℎ𝜃2𝑡1

1
𝑛

+5

40
+

ℎ𝜃𝑛2𝑡1

1
𝑛

+3

(2𝑛+1)(3𝑛+1)
 

 +
ℎ𝜃𝑡1

1
𝑛

+3

2(2𝑛+1)
−

ℎ𝜃2𝑡1

1
𝑛

+5

12(2𝑛+1)
−

ℎ𝑛𝜃2𝑡1

1
𝑛

+5

8(5𝑛+1)
+

ℎ𝑛𝜃2𝑡1

1
𝑛

+5

4(5𝑛+1)(2𝑛+1)
 

 −
ℎ𝑛𝜃2𝑡1

1
𝑛

+5

8(5𝑛+1)(4𝑛+1)
+

ℎ𝜃2𝑡1

1
𝑛

+5

8(4𝑛+1)
+

𝛽𝑡1

1
𝑛

+2

2
−

𝛽𝑛𝑡1

1
𝑛

+2

2𝑛+1
−

𝛽𝜃𝑡1

1
𝑛

+4

8
 

 +
𝛽𝜃2𝑡1

1
𝑛

+6

48
+

𝛽𝜃2𝑛2𝑡1

1
𝑛

+4

(2𝑛+1)(4𝑛+1)
+

𝛽𝜃𝑡1

1
𝑛

+4

4(2𝑛+1)
−

𝛽𝜃2𝑡1

1
𝑛

+7

16(2𝑛+1)
−

𝛽𝜃2𝑛𝑡1

1
𝑛

+6

8(6𝑛+1)
 

 +
𝛽𝜃2𝑛𝑡1

1
𝑛

+6

8(6𝑛+1)
+

𝛽𝜃2𝑛𝑡1

1
𝑛

+6

4(2𝑛+1)(6𝑛+1)
−

𝛽𝜃2𝑛𝑡1

1
𝑛

+6

8(4𝑛+1)(6𝑛+1)
+

𝛽𝜃2𝑡1

1
𝑛

+6

16(4𝑛+1)
] 

 +
𝑍𝑑

𝑇
1
𝑛

[𝑡1

1

𝑛 +
𝜃𝑡1

1
𝑛

+2

2(2𝑛+1)
+

𝜃2𝑡1

1
𝑛

+4

8(4𝑛+1)
+ 𝛾(𝑇

1

𝑛 − 𝑡1

1

𝑛)] 

 +
𝐾𝑑𝛾

𝑇
1
𝑛

[𝑇𝑡1

1

𝑛 −
𝑛𝑇

1
𝑛

+1

𝑛+1
−

𝑡1

1
𝑛

+1

𝑛+1
] 

 +
𝑆𝑑(1−𝛾)

𝑇
1
𝑛

[𝑇
1

𝑛 − 𝑡
1

𝑛] +
𝐴

𝑇
 (12) 

 

4. Solution Method 

We present an approach to determine the inventory policy that minimizes the total inventory cost per unit 

time in this section. From (12), we find the first partial derivative of 𝑇𝐶(𝑇, 𝑡1) with respect to the decision 

variables 𝑇 and 𝑡1: 

 

We obtain:  

𝜕𝑇𝐶(𝑡1, 𝑇)

𝜕𝑡1
     𝑎𝑛𝑑     

𝜕𝑇𝐶(𝑡1, 𝑇)

𝜕𝑇
 

 

To minimize the total cost 𝑇𝐶(𝑡1, 𝑇) per unit time, the optimal value of 𝑇   𝑎𝑛𝑑   𝑡1 can be obtained by 

solving the Equations: 
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𝜕𝑇𝐶(𝑡1,𝑇)

𝜕𝑡1
= 0     𝑎𝑛𝑑     

𝜕𝑇𝐶(𝑡1,𝑇)

𝜕𝑇
= 0 (13) 

  

Provided that equation (12) satisfies the following conditions: 

 

 (
𝜕2𝑇𝐶(𝑡1,𝑇)

𝜕𝑡1
2 )     > 0     𝑎𝑛𝑑     (

𝜕2𝑇𝐶(𝑡1,𝑇)

𝜕𝑇2 )     > 0 (14) 

 (
𝜕2𝑇𝐶(𝑡1,𝑇)

𝜕𝑡1
2 ) (

𝜕2𝑇𝐶(𝑡1,𝑇)

𝜕𝑇2 ) − (
𝜕2𝑇𝐶(𝑡1,𝑇)

𝜕𝑡1𝜕𝑇
)

2

> 0 (15) 

  

 
𝜕𝑇𝐶(𝑡1,𝑇)

𝜕𝑡1
=

𝑑

𝑇
1
𝑛

[
ℎ(𝑛+1)𝑡

1
𝑛

𝑛
− ℎ𝑡1

1

𝑛 −
ℎ𝜃(3𝑛+1)𝑡1

1
𝑛

+2

6𝑛
+

ℎ𝜃2(5𝑛+1)𝑡1

1
𝑛

+4

40𝑛
 

 +
ℎ𝜃𝑛𝑡1

1
𝑛

+2

2𝑛+1
+

ℎ𝜃(3𝑛+1)𝑡1

1
𝑛

+2

2𝑛(2𝑛+1)
−

ℎ𝜃2(5𝑛+1)𝑡1

1
𝑛

+4

2𝑛(2𝑛+1)
−

ℎ𝜃2𝑡1

1
𝑛

+4

8
 

 +
ℎ𝜃2𝑡1

1
𝑛

+4

4(2𝑛+1)
−

ℎ𝜃2𝑡1

1
𝑛

+4

8(4𝑛+1)
+

ℎ𝜃2(5𝑛+1)𝑡1

1
𝑛

+4

8𝑛(4𝑛+1)
+

𝛽(2𝑛+1)𝑡1

1
𝑛

+1

2𝑛
− 𝛽𝑡1

1

𝑛
+1

 

 −
𝛽𝜃(4𝑛+1)𝑡1

1
𝑛

+3

8𝑛
+

𝛽𝜃2(6𝑛+1)𝑡1

1
𝑛

+5

48𝑛
+

𝛽𝜃2𝑛𝑡1

1
𝑛

+3

(2𝑛+1)
+

𝛽𝜃(4𝑛+1)𝑡1

1
𝑛

+3

4𝑛(2𝑛+1)
 

 −
𝛽𝜃2(7𝑛+1)𝑡1

1
𝑛

+6

16𝑛(2𝑛+1)
−

𝛽𝜃2𝑡1

1
𝑛

+5

8
+

𝛽𝜃2𝑡1

1
𝑛

+5

4(2𝑛+1)
−

𝛽𝜃2𝑡1

1
𝑛

+5

8(4𝑛+1)
+

𝛽𝜃2(6𝑛+1)𝑡1

1
𝑛

+5

16𝑛(4𝑛+1)
] 

 
𝑍𝑑

𝑇
1
𝑛

[
𝑡1

1
𝑛

−1

𝑛
+

𝜃𝑡1

1
𝑛

+1

2𝑛
+

𝜃2𝑡1

1
𝑛

+3

8𝑛
−

𝛾𝑡1

1
𝑛

−1

𝑛
] −

𝐾𝛾𝑑

𝑇
1
𝑛

[
𝑇𝑡1

1
𝑛

−1

𝑛
−

𝑡1

1
𝑛

𝑛
] 

 −
𝑆𝑑(1−𝛾)

𝑇
1
𝑛

(
𝑡1

1
𝑛

−1

𝑛
) +

𝐴

𝑇
= 0 (16) 

 

 

 
𝜕𝑇𝐶(𝑡1,𝑇)

𝜕𝑇
=

−𝐴

𝑇2
−

𝑑

𝑛𝑇
1
𝑛

+1
[ℎ𝑡

1

𝑛
+1 −

ℎ𝑛𝑡1

1
𝑛

+1

𝑛+1
+

ℎ𝜃𝑡1

1
𝑛

+3

6
+

ℎ𝜃2𝑡1

1
𝑛

+5

40
+

ℎ𝑛2𝜃𝑡1

1
𝑛

+3

(2𝑛+1)(3𝑛+1)
 

 +
ℎ𝜃𝑡1

1
𝑛

+3

4𝑛+2
−

ℎ𝜃2𝑡1

1
𝑛

+5

4𝑛+2
−

ℎ𝑛𝜃2𝑡1

1
𝑛

+5

4𝑛+8
+

ℎ𝑛𝜃2𝑡1

1
𝑛

+5

4(2𝑛+1)(5𝑛+1)
−

ℎ𝑛𝜃2𝑡1

1
𝑛

+5

8(4𝑛+1)(5𝑛+1)
 

 +
ℎ𝜃2𝑡1

1
𝑛

+5

8(4𝑛+1)
+

𝛽𝑡1

1
𝑛

+2

2
−

𝛽𝑛𝑡1

1
𝑛

+2

2𝑛+1
−

𝛽𝜃𝑡1

1
𝑛

+4

8
+

𝛽𝜃2𝑡1

1
𝑛

+6

48
+

𝛽𝜃2𝑛2𝑡1

1
𝑛

+4

(2𝑛+1)(4𝑛+1)
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 +
𝛽𝜃𝑡1

1
𝑛

+4

8𝑛+4
−

𝛽𝜃2𝑡1

1
𝑛

+7

32𝑛+16
−

𝛽𝜃2𝑛𝑡1

1
𝑛

+6

48𝑛+8
+

𝛽𝑛𝜃2𝑡1

1
𝑛

+2

4(2𝑛+1)(6𝑛+1)
+

𝛽𝜃2𝑡1

1
𝑛

+6

64𝑛+16
 

 −
𝛽𝜃2𝑛𝑡1

1
𝑛

+2

8(4𝑛+1)(6𝑛+1)
] −

𝑍𝐷

𝑛𝑇
1
𝑛

+1
[𝑡1

1

𝑛 +
𝜃𝑡1

1
𝑛

+2

4𝑛+2
+

𝜃2𝑡1

1
𝑛

+4

8(4𝑛+1)
+ 𝛾𝑇

1

𝑛 − 𝛾𝑡
1

𝑛] 

 +
𝑍𝑑𝛾

𝑛𝑇
+

𝐾𝛾𝑑

𝑛𝑇
1
𝑛

+1
[𝑇𝑡1

1

𝑛 −
𝑛𝑇

1
𝑛

+1

𝑛+1
−

𝑡1

1
𝑛

+1

𝑛+1
] −

𝐾𝑑𝛾(𝑡1

1
1−𝑇

1
𝑛)

𝑇
1
𝑛

 

 +
𝑆𝑑(1−𝛾)

𝑛𝑇
−

𝑆𝑑(1−𝛾)(𝑇
1
𝑛−𝑡1

1
𝑛)

𝑛𝑇
1
𝑛

+1
 (17) 

 

 

 
𝜕2𝑇𝐶(𝑡1,𝑇)

𝜕𝑡1
2 =

𝑑

𝑇
1
𝑛

[𝑡1

1

𝑛
−1

ℎ(
1

𝑛
+ 1)2 +

ℎ𝑛2𝜃(
1

𝑛
+3)2𝑡1

1
𝑛

+1

(2𝑛+1)(3𝑛+1)
+

ℎ𝑛𝜃2(
1

𝑛
+5)2𝑡1

1
𝑛

+3

4(2𝑛+1)(5𝑛+1)
+ ℎ𝑡1

1

𝑛
−1

 

 −
ℎ𝑛𝜃2(

1

𝑛
+5)2𝑡1

1
𝑛

+3

8(4𝑛+1)(5𝑛+1)
−

ℎ𝜃(
1

𝑛
+3)2𝑡1

1
𝑛

+1

6
+

ℎ𝜃2(
1

𝑛
+5)2𝑡1

1
𝑛

+3

40
−

ℎ𝜃(
1

𝑛
+3)𝑡1

1
𝑛

+1

(4𝑛+2)
 

 +
ℎ𝜃2(

1

𝑛
+5)𝑡1

1
𝑛

+3

(4𝑛+2)
−

ℎ𝜃2(
1

𝑛
+5)𝑡1

1
𝑛

+3

8(4𝑛+1)
+

ℎ𝜃(
1

𝑛
+3)𝑡1

1
𝑛

+1

6
−

ℎ𝜃2(
1

𝑛
+5)𝑡1

1
𝑛

+3

40
 

 −
ℎ𝑛𝜃2(

1

𝑛
+5)𝑡1

1
𝑛

+3

8(5𝑛+1)
+

ℎ𝜃2(
1

𝑛
+5)2𝑡1

1
𝑛

+3

(32𝑛+8)
+

ℎ𝜃(
1

𝑛
+3)2𝑡1

1
𝑛

+1

(4𝑛+2)
−

ℎ𝜃2(
1

𝑛
+5)2𝑡1

1
𝑛

+3

(4𝑛+2)
 

 −
ℎ𝑛(

1

𝑛
+1)2𝑡1

1
𝑛

−1

(𝑛+1)
−

ℎ𝜃2𝑡1

1
𝑛

+3

4(2𝑛+1)
+

ℎ𝜃2𝑡1

1
𝑛

+3

8(4𝑛+1)
−

ℎ𝑛𝜃𝑡1

1
𝑛

+1

(2𝑛+1)
+

ℎ𝜃2𝑡1

1
𝑛

+3

8
 

 +ℎ𝑡1

1

𝑛
−1

(
1

𝑛
+ 1) +

𝛽𝜃2𝑛2(
1

𝑛
+4)2𝑡1

1
𝑛

+2

(4𝑛+1)(2𝑛+1)
+

𝛽𝜃2𝑛(
1

𝑛
+6)2𝑡1

1
𝑛

+4

4(6𝑛+1)(2𝑛+1)
+ 𝛽𝑡1

1

𝑛 

 −
𝛽𝜃(

1

𝑛
+4)2𝑡1

1
𝑛

+2

8
+

𝛽𝜃2(
1

𝑛
+6)2𝑡1

1
𝑛

+4

48
−

𝛽𝜃(
1

𝑛
+4)2𝑡1

1
𝑛

+2

(8𝑛+4)
+

𝛽𝜃2(
1

𝑛
+7)𝑡1

1
𝑛

+5

(32𝑛+16)
 

 −
𝛽𝜃2(

1

𝑛
+6)𝑡1

1
𝑛

+4

(64𝑛+16)
−

𝛽𝜃2𝑛(
1

𝑛
+6)2𝑡1

1
𝑛

+4

8(4𝑛+1)(6𝑛+1)
−

𝛽𝜃2(
1

𝑛
+6)𝑡1

1
𝑛

+4

48
−

𝛽𝜃2𝑛(
1

𝑛
+6)2𝑡1

1
𝑛

+4

48𝑛+8
 

 +
𝛽𝜃(

1

𝑛
+4)2𝑡1

1
𝑛

+2

8𝑛+4
+

𝛽𝜃2(
1

𝑛
+6)2𝑡1

1
𝑛

+4

64𝑛+16
+

𝛽𝜃2𝑛(
1

𝑛
+6)𝑡1

1
𝑛

+4

(48𝑛+8)
−

𝛽𝜃2(
1

𝑛
+7)2𝑡1

1
𝑛

+5

(32𝑛+16)
 

 −
𝛽𝑛(

1

𝑛
+2)2𝑡1

1
𝑛

(2𝑛+1)
−

𝛽(
1

𝑛
+2)𝑡1

1
𝑛

2
+

𝛽(
1

𝑛
+2)2𝑡1

1
𝑛

2
+

𝛽𝜃(
1

𝑛
+4)𝑡1

1
𝑛

+2

8
−

𝛽𝜃2𝑛𝑡1

1
𝑛

+2

(2𝑛+1)
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 −
𝛽𝜃2𝑡1

1
𝑛

+4

4(2𝑛+1)
+

𝛽𝜃2𝑡1

1
𝑛

+4

8(4𝑛+1)
] +

𝑍𝑑

𝑇
1
𝑛

[
𝑡1

1
𝑛

−2

𝑛2 +
𝑡1

1
𝑛

−2

𝑛
+

𝜃𝑡1

1
𝑛(

1

𝑛
+2)2

4𝑛+2
+

𝜃𝑡1

1
𝑛(

1

𝑛
+2)

4𝑛+2
 

 +
𝜃2𝑡1

1
𝑛

+2
(

1

𝑛
+4)2

32𝑛+8
−

𝜃2𝑡1

1
𝑛

+2

8𝑛
−

𝛾𝑡1

1
𝑛

−2

𝑛2 +
𝛾𝑡1

1
𝑛

−2

𝑛
] −

𝐾𝛾𝑑

𝑇
1
𝑛

[
𝑇𝑡1

1
𝑛

−2

𝑛2 −
𝑇𝑡1

1
𝑛

−2

𝑛
 

 −
(

1

𝑛
+1)2𝑡1

1
𝑛

−1

𝑛+1
+

𝑡1

1
𝑛

−1

𝑛
] −

𝑆𝑑(1−𝛾)𝑡1

1
𝑛

−2

𝑛2𝑇
1
𝑛

+
𝑆𝑑(1−𝛾)𝑡1

1
𝑛

−2

𝑛𝑇
1
𝑛

 (18) 

 

 

 
𝜕2𝑇𝐶(𝑡1,𝑇)

𝜕𝑇2 =
2𝐴

𝑇3 +
𝑑

𝑛2𝑇
1
𝑛

+2
[ℎ𝑡

1

𝑛
+1 −

ℎ𝑛𝑡1

1
𝑛

+1

𝑛+1
+

ℎ𝜃𝑡1

1
𝑛

+3

6
+

ℎ𝜃2𝑡1

1
𝑛

+5

40
+

ℎ𝑛2𝜃𝑡1

1
𝑛

+3

(2𝑛+1)(3𝑛+1)
 

 +
ℎ𝜃𝑡1

1
𝑛

+3

4𝑛+2
−

ℎ𝜃2𝑡1

1
𝑛

+5

4𝑛+2
−

ℎ𝑛𝜃2𝑡1

1
𝑛

+5

4𝑛+8
+

ℎ𝑛𝜃2𝑡1

1
𝑛

+5

4(2𝑛+1)(5𝑛+1)
−

ℎ𝑛𝜃2𝑡1

1
𝑛

+5

8(4𝑛+1)(5𝑛+1)
 

 +
ℎ𝜃2𝑡1

1
𝑛

+5

8(4𝑛+1)
+

𝛽𝑡1

1
𝑛

+2

2
−

𝛽𝑛𝑡1

1
𝑛

+2

2𝑛+1
−

𝛽𝜃𝑡1

1
𝑛

+4

8
+

𝛽𝜃2𝑡1

1
𝑛

+6

48
+

𝛽𝜃2𝑛2𝑡1

1
𝑛

+4

(2𝑛+1)(4𝑛+1)
 

 +
𝛽𝜃𝑡1

1
𝑛

+4

8𝑛+4
−

𝛽𝜃2𝑡1

1
𝑛

+7

32𝑛+16
−

𝛽𝜃2𝑛𝑡1

1
𝑛

+6

48𝑛+8
+

𝛽𝑛𝜃2𝑡1

1
𝑛

+2

4(2𝑛+1)(6𝑛+1)
+

𝛽𝜃2𝑡1

1
𝑛

+6

64𝑛+16
 

 −
𝛽𝜃2𝑛𝑡1

1
𝑛

+2

8(4𝑛+1)(6𝑛+1)
] +

𝑍𝐷

𝑛2𝑇
1
𝑛

+2
[𝑡1

1

𝑛 +
𝜃𝑡1

1
𝑛

+2

4𝑛+2
+

𝜃2𝑡1

1
𝑛

+4

8(4𝑛+1)
+ 𝛾𝑇

1

𝑛 − 𝛾𝑡
1

𝑛] 

 +
𝑍𝐷

𝑛𝑇
1
𝑛

+2
[𝑡1

1

𝑛 +
𝜃𝑡1

1
𝑛

+2

4𝑛+2
+

𝜃2𝑡1

1
𝑛

+4

8(4𝑛+1)
+ 𝛾𝑇

1

𝑛 − 𝛾𝑡
1

𝑛] −
𝑍𝑑𝛾

𝑛2𝑇2
−

𝑍𝑑𝛾

𝑛𝑇2
 

 −
𝐾𝛾𝑑

𝑛2𝑇
1
𝑛

+2
[𝑇𝑡1

1

𝑛 −
𝑛𝑇

1
𝑛

+1

𝑛+1
−

𝑡1

1
𝑛

+1

𝑛+1
] +

2𝐾𝑑𝛾(𝑡1

1
𝑛−𝑇

1
𝑛)

𝑛𝑇
1
𝑛

+1
+

𝑆𝑑(1−𝛾)

𝑛𝑇2  

 −
𝐾𝛾𝑑

𝑛𝑇
1
𝑛

+2
[𝑇𝑡1

1

𝑛 −
𝑛𝑇

1
𝑛

+1

𝑛+1
−

𝑡1

1
𝑛

+1

𝑛+1
] −

𝐾𝛾𝑑

𝑇
1
𝑛

(
−𝑛𝑇

1
𝑛

+1
(

1

𝑛
+1)2

𝑇2(𝑛+1)
+ 𝑇

1

𝑛
−1) 

 +
𝑆𝑑(1−𝛾)(𝑇

1
𝑛−𝑡1

1
𝑛)

𝑛2𝑇
1
𝑛

+2
+ +

𝑆𝑑(1−𝛾)(𝑇
1
𝑛−𝑡1

1
𝑛)

𝑛𝑇
1
𝑛

+2
−

𝑆𝑑(1−𝛾)

𝑛2𝑇2  (19) 
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𝜕2𝑇𝐶(𝑡1,𝑇)

𝜕𝑇𝜕𝑡1
=

−𝑑

𝑛𝑇
1
𝑛

+1
[

ℎ(1+𝑛)𝑡
1
𝑛

𝑛
− ℎ𝑡1

1

𝑛 −
ℎ𝜃(

1

𝑛
+3)𝑡1

1
𝑛

+2

6
+

ℎ𝜃2(5𝑛+1)𝑡1

1
𝑛

+4

40𝑛
 

 +
ℎ𝑛𝜃(3𝑛+1)𝑡1

1
𝑛

+2

2𝑛+1
+

ℎ𝜃(3𝑛+1)𝑡1

1
𝑛

+2

𝑛(4𝑛+2)
−

ℎ𝜃2(5𝑛+1)𝑡1

1
𝑛

+4

𝑛(4𝑛+2)
 

 −
ℎ𝜃2(5𝑛+1)𝑡1

1
𝑛

+4

40𝑛+8
+

ℎ𝜃2𝑡1

1
𝑛

+4

4(2𝑛+1)
−

ℎ𝜃2𝑡1

1
𝑛

+4

8(4𝑛+1)
+

ℎ𝜃2(5𝑛+1)𝑡1

1
𝑛

+4

8𝑛(4𝑛+1)
 

 +
𝛽(2𝑛+1)𝑡1

1
𝑛

+1

2𝑛
− 𝛽(2𝑛 + 1)𝑡1

1

𝑛
+1

+
𝛽𝜃2(6𝑛+1)𝑡1

1
𝑛

+5

48𝑛
 

 +
𝜃2𝑛𝛽(4𝑛+1)𝑡1

1
𝑛

+3

(4𝑛+1)(2𝑛+1)
+

𝜃𝛽(4𝑛+1)𝑡1

1
𝑛

+3

𝑛(8𝑛+4)
−

𝜃2𝛽(7𝑛+1)𝑡1

1
𝑛

+6

16𝑛(2𝑛+1)
 

 −
𝜃2𝛽(6𝑛+1)𝑡1

1
𝑛

+5

48𝑛+8
+

𝜃2𝛽𝑡1

1
𝑛

+5

4(2𝑛+1)
−

𝜃2𝛽𝑡1

1
𝑛

+5

8(4𝑛+1)
+

𝜃2𝛽(6𝑛+1)𝑡1

1
𝑛

+5

16𝑛(4𝑛+1)
 

 −
𝛽𝜃(4𝑛+1)𝑡1

1
𝑛

+3

8𝑛
] −

𝑍𝑑

𝑛𝑇
1
𝑛

+1
[

𝑡1

1
𝑛

−1

𝑛
+

𝜃𝑡1

1
𝑛

+1

2𝑛
+

𝜃2𝑡1

1
𝑛

+3

8𝑛
−

𝛾𝑡1

1
𝑛

+1

𝑛
] 

 +
𝐾𝛾𝑑

𝑛𝑇
1
𝑛

+1
[

𝑇𝑡1

1
𝑛

−1

𝑛
−

𝑡1

1
𝑛

𝑛
] −

𝐾𝑑𝛾𝑡1

1
𝑛

−1

𝑛𝑇
1
𝑛

+
𝑆𝑑(1−𝛾)𝑡1

1
𝑛

−1

𝑛2𝑇
1
𝑛

+1
 (20) 

 

Equation (16) and (17) are highly non linear, the values of 𝑡1 and 𝑇 are solve for the optimal values in 

order to find minimum total inventory cost per unit time. Maple software 2018 and Excel was utilized to 

obtained the values of the decision variables.  

 

5.  Numerical Example 

 Here, we give an example to illustrate the results derived from the linear deteriorating inventory 

 policy for items with power demand pattern and variable holding coat considering shortages. 

Example.  

The following parametric values are considered for the inventory policy in their respective units 

𝐴 = 500, 𝑑 = 100, ℎ = 0.4 units, 𝛽 = 15, 𝐾 = $10 per units,𝑆 = $8 per units, 𝑍 = $12 per 

 units, 𝜃 = 0.8, 𝑛 = 0.5, 𝛾 = 0.6 

 

Solving equations 13 and 14, The optimal value of 𝑇 = 1.670 and 𝑡1 = 0.593 

 

Using these values of 𝑡1 and 𝑇,the second derivatives can be found. Hence 
𝜕2𝑇𝐶(𝑡1,𝑇)

𝜕𝑡1
2 = 
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      977.479 > 0 and 
𝜕2𝑇𝐶(𝑡1,𝑇)

𝜕𝑇2
= 294.161 > 0, 

𝜕2𝑇𝐶(𝑡1,𝑇)

𝜕𝑇𝜕𝑡1
= −254.961.Therefore from equation (15), we have: 

𝜕2𝑇𝐶(𝑡1,𝑇)

𝜕𝑡1
2 ∗

𝜕2𝑇𝐶(𝑡1,𝑇)

𝜕𝑇2 − (
𝜕2𝑇𝐶(𝑡1,𝑇)

𝜕𝑇𝜕𝑡1
)

2

= 222531.210 . 𝑇 and 𝑡1 minimizes the total inventory 

average cost since they both satisfies the necessary and sufficient condition equation (13) and (14) .  

 

When the values of 𝑇 and 𝑡1 are substituted into equation (10),The total cost 𝑇𝐶(𝑡1, 𝑇) = 1627.689. and 

𝑀 = 22.600, 𝑃 = 110.209 𝑁 = 87.609 

 

To further establish that the solution are correct,The total cost function is plotted against some values of 

𝑡1 and 𝑇 which gives us a strictly convex graph as shown in Figures 2 below: 
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It is obvious from the Figures 2 that the total cost function is strictly convex function, showing us that the 

optimum value of 𝑡1 and 𝑇 can be derived with the aid of total cost function of the policy as long as the 

inventory total cost per unit time is the minimum.  

 

6.  Sensitivity Analysis 

The target of every manager is to make best decisions among many options available to them and to review 

the decision when optimum benefits is not been achieved. In order for such managers to benefit from this 

model, sensitivity analysis is carried out here to show how this model is effected by the changes in the 

input parameters.The behaviour of schedule period 𝑇, ordering quantity 𝑃, and inventory total cost 𝑇𝐶 

against changes in the parameters 𝑑, 𝐴, 𝐾, 𝑆, ℎ, 𝛽, 𝑍, 𝜃, 𝛾 and 𝑛 of the inventory policy are analysed. By 

varying the values from +20% to −20% of the individual parameter. One parameter is considered at a 

time while leaving the other parameters unchanged. 

 

Based on the numerical example given above and the results obtained and analysed in Table 1, the 

following observations can be derived:   

1.  Increase in the value of demand rate 𝑑 leads to decrease in the schedule period 𝑇, but there is an 

increase in the inventory total cost 𝑇𝐶 and ordering quantity 𝑃.  

2.  It is observed that an increase in ordering cost 𝐴 leads to increase in the schedule period,inventory 

total cost and ordering cost.  

3.  An increase in the shortage cost 𝐾 results in decrease in schedule period and ordering quantity,but 

there is an increase in the inventory total cost.  
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4.  Increase in the lost sale 𝑆 leads to decrease in the schedule period,the inventory total cost and 

ordering quantity increases.  

5.  Increase in the value of parameter 𝛽 and holding cost ℎ results to decrease in the schedule period and 

ordering quantity, but the inventory total cost increases.  

6.  Increase in the purchasing cost 𝑍 leads to increase in the schedule period and inventory total cost,       

however there is decrease in the ordering quantity.  

7.  Increase in the value of deterioration parameter 𝜃 leads to decrease in schedule period and ordering 

quantity, but the inventory total cost is increasing.  

8.  When the backlogging rate 𝛾 is increasing, there is an increase in the inventory total cost and 

ordering cost which results in decrease in schedule period.  

9.  Finally, increase in the value of index number 𝑛 of the power demand pattern results in the increase 

in the schedule period and inventory total cost,however there is a decrease in the ordering quantity. 

 

Economic implication of the above results are stated thus:   

1.  Increase in demand rate 𝑑 result in increase in the total cost 𝑇𝐶, ordering quantity𝑃, lower cycle time 

𝑡1 and 𝑇. Implication of this is that increase in demand rate will lead to decrease in the optimal cycle,but 

results in the higher value of optimal total cost per unit time.This is normal because if the demand rate is 

higher, the stock will be used up quickly and the cycle time and length will decrease.  

2.  Increase in the value of the deterioration rate 𝜃 result in lower value of cycle length 𝑇, lower ordering 

quantity and increase in the value optimal total cost.The implication of this is that increase in the 

deterioration rate will lead to decrease in the optimal cycle length.The total cost per unit time will increase 

because when deterioration cost increases, there will be increase in the inventory total cost per unit time 

which will lead to stocks getting finished earlier as a result of lower cycle length.  

3.  Increase in the values of holding cost ℎ and 𝛽 lead to increase in the value of total cost and decrease in 

the value of ordering quantity with lower cycle time and length.This is advantageous to retailers in that 

when the holding cost is kept at minimum, the volume of inventory ordering quantity must be reduce and 

the time for the stock to used up must also be reduce in order to minimize the inventory total cost.  
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Table 1: Sensitivity Analysis of the Parameters in the Inventory Model 
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7. CONCLUSION 

In this model, a linear deteriorating inventory policy for items with variable holding cost and demand 

assumed to be inform of power demand pattern is proposed. Shortages are allowed and partially 

backlogged which actually captures real life situation, since some retailers will be willing to patiently wait 

for arrival of new stock during stock-out, but the longer the waiting time, the possibility of the customers 

looking for elsewhere to meet their demand. 

 

The objective of this model is to determine the optimal replenishment procedure that minimizes the 

average inventory total cost per unit time. Optimal order quantity and optimal replenishment cycle time 

were derived and the solution obtained. The result are further established with the aid of numerical 

example and sensitivity analysis carried out and depicted graphically of the decision variables with regards 

to changes in the input parameters in the model. 

 

The results obtained indicate that the effect of power demand index parameter 𝑛 on the average minimum 

cost is quiet significant. On thorough examining the effect of the policy input parameters on the decision 

variables, it was find out that 𝑈∗ is sensitive to over-estimation and under estimation of the parameters 𝑑 
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and 𝑍 while 𝐺∗ is sensitive to the over-estimation and under-estimation of the parameters 𝑑, 𝐴, 𝐾, 𝑛, 𝛾. 

Also 𝑈∗ is less sensitive or insensitive to over-estimation and under-estimation of the parameters 

𝐴, 𝐾, 𝑛, 𝛽, 𝑆, ℎ and 𝜃 while 𝐺∗ is less sensitive or insensitive of the parameters 𝑛, 𝑍, 𝛽, 𝑆, ℎ and 𝜃. The 

proposed model can be extended further by adding quantity discount, trade credit, stochastic demand rate, 

finite replenishment and so on. 
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