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ABSTRACT 

Poisson regression is a statistical method used to analyze data with a response in the form of a count 

variable. The purpose of this study is to compare the performance of the Poisson James-Stein Estimator, 

Poisson Ridge Regression Estimator, and Poisson Modified Kibria-Lukman Estimator methods in dealing 

with multicollinearity using simulated data with n = 20, 40, 60 and 80 in poisson model (p=6) with 𝜌 = 

0.3 and 0.99. The best model was compered based on the MSE value. The results showed that in the partial 

correlation, PRRE method of k2 parameters better in overcoming multicollinearity at n = 20 and PMKLE 

parameters k2 better in overcoming multicollinearity at n = 40, 60, and 80 and in the full correlation data, 

PRRE method of k2 parameters better in overcoming multicollinearity at n = 20 and 40, and PMKLE 

parameters k2 were better in overcoming multicollinearity at n = 60 and 80. 

 

KEYWORDS: James-Stein Estimator, Ridge Regression Estimator, Modified Kibria-Lukman Estimator, 

Multicollinearity. 

 

1. INTRODUCTION 

Poisson regression is a statistical method commonly used to analyze data with response variables in the 

form of counts. However, its application often faces the challenge of multicollinearity, which is a condition 

when two or more independent variables have a high correlation. High levels of multicollinearity can 

cause large variance in the least squares estimates of beta coefficients in the regression model, and can 
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produce biased results (Lavery et al., 2019). 

 

To overcome multicollinearity in Poisson regression, various alternative estimators have been developed. 

Among them are the Poisson Ridge Regression Estimator (PRRE) by Månsson and Shukur (2011), the 

Poisson Modified Kibria-Lukman Estimator (PMKLE) by Aladeitan et al. (2021), and the Poisson James-

Stein Estimator (PJSE) by Amin et al. (2020). PRRE integrates the Poisson regression approach with ridge 

regression to stabilize parameter estimates, while PMKLE, a modification of the Kibria-Lukman 

Estimator, is designed to improve the efficiency of parameter estimation under high multicollinearity 

conditions. PJSE, on the other hand, utilizes a shrinkage technique to reduce the variance of the estimates 

and shows better performance than the Maximum Likelihood Estimation (MLE) method. 

 

Previous research has examined the Poisson James-Stein Estimator to address multicollinearity issues in 

Poisson regression models, as conducted by Amin et al. (2020) using Monte Carlo simulations and aircraft 

damage data to evaluate the estimator's performance. The results indicated that the Poisson James-Stein 

Estimator yielded a lower Mean Square Error (MSE) compared to Maximum Likelihood Estimation 

(MLE) and other methods. Additionally, Oghenekevwe et al. (2021) studied the Poisson Ridge Regression 

Estimator using simulated data, finding it effective in handling multicollinearity based on the ridge 

parameter k used. Furthermore, Aladeitan et al. (2021) investigated the Poisson Modified Kibria-Lukman 

Estimator (PMKLE) through simulation data and case studies, demonstrating its efficiency in addressing 

multicollinearity compared to other estimators.  

 

Previous studies have evaluated the performance of each estimator under various conditions using 

simulation data and case studies. The results show that these three methods are effective in overcoming 

multicollinearity with different advantages. However, there has been no study that directly compares the 

performance of the three. 

 

Therefore, this study aims to compare PJSE, PRRE, and MKLE in overcoming multicollinearity in 

Poisson regression using a simulation approach. This study is expected to provide in-depth insight into 

the advantages and limitations of each estimator under various conditions, thus helping in selecting the 

right method. 

 

2. LITERATURE REVIEW 

a. Poisson James-Stein Estimator 

Poisson James-Stein Estimator (PJSE) is an estimation method proposed to address the problem of 

multicollinearity in Poisson regression models. PJSE was developed as a solution by utilizing the concept 

of shrinkage estimator. This estimator is designed to reduce the variance inflation produced by MLE in 
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situations where the explanatory variables are highly correlated. PJSE is defined as follows: 

 

𝛽̂𝑃𝐽𝑆𝐸 = 𝑐𝛽̂𝑀𝐿𝐸          

                                                         

where (0 < c < 1) is a multiplier determined to reduce the MLE estimate which is defined as follows: 

𝑐 =
(𝛽̂𝑀𝐿𝐸

′ 𝛽̂𝑀𝐿𝐸)

(𝛽̂𝑀𝐿𝐸
′ 𝛽̂𝑀𝐿𝐸+𝑡𝑟𝑎𝑐𝑒(𝑆)−1)

                        

 

where S = 𝑋𝑡𝑊̂𝑋, 𝑊̂ = diag {𝜇̂1, 𝜇̂2, 𝜇̂3, . . . , 𝜇̂𝑖} and 𝛽̂𝑀𝐿𝐸 is the unbiased estimate of 𝛽. 

 

b. Poisson Ridge Regression Estimator  

Poisson Ridge Regression Estimator (PRRE) is a modified approach to handle the problem of 

multicollinearity or high correlation among independent variables, by applying the ridge method in 

Poisson regression. This Ridge Regression method was first introduced by Hoerl & Kennard in 1970, and 

then modified by Mansson & Shukur in 2011. PRRE is defined as follows:  

 

𝛽̂𝑃𝑅𝑅𝐸 = (𝑘𝐼 + 𝑋𝑡𝑊̂𝑋)
−1

𝑋𝑡𝑊𝑋𝛽̂𝑀𝐿𝐸                              

 

where k (k > 0) is the ridge parameter, In dealing with multicollinearity problems in Poisson regression, it 

is necessary to determine the ridge parameter 𝑘 that will be used in the Poisson Ridge Regression estimator 

model. Several methods have been proposed by previous studies, so in this study the following ridge 

parameters will be used: 

 

𝑘̂1 =
1

𝛼̂𝑚𝑎𝑥
2                                                                     

𝑘̂2 = 𝑚𝑒𝑑𝑖𝑎𝑛(𝑞𝑖)                                                            

 

Where 𝛼̂𝑚𝑎𝑥
2  is defined as the maximum value of 𝛾𝛽̂𝑀𝐿 and 𝛾 is an eigenvector element of the matrix 

𝑋𝑡𝑊̂𝑋, 𝑞𝑖 =
λ𝑚𝑎𝑥

(𝑛−𝑝)𝜎̂2+λ𝑚𝑎𝑥𝛼̂𝑖
2 where λ𝑚𝑎𝑥 is the maximum value of the eigenvalues 𝑋𝑡𝑊̂𝑋 and 𝜎̂2 =

∑ (𝑦𝑖−𝜇̂𝑖
 )

2𝑛
𝑖=1

𝑛−𝑝−1
 

 

2.3 Poisson Modified Kibria-Lukman Estimator 

Poisson Modified Kibria-Lukman Estimator (PMKLE) is a development of the KL estimator used to 

handle multicollinearity in the Poisson regression model. The Poisson regression model is usually applied 

to count data, where the dependent variable indicates a rare event. PMKLE is created by replacing the 
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initial estimated component of the KL estimator using the Ridge estimator. Parameter estimates in 

PMKLE are as follows: 

 

𝛽̂𝑃𝑀𝐾𝐿𝐸 = (𝑋′𝑊̂𝑋 + 𝑘)
−1

(𝑋′𝑊̂𝑋 − 𝑘)(𝑋′𝑊̂𝑋 

+𝑘)−1𝑋′𝑊̂𝑋𝛽̂𝑀𝐿𝐸 

 

The selection of the value of k is usually done based on an approach that minimizes the Mean Squared 

Error (MSE) of the estimator. Several methods are used to determine the value of k: 

 

𝑘1 =
1

𝑚𝑎𝑥(𝛼𝑗
2)

                                                               

𝑘2 =
𝑝

∑(2𝛼𝑗
2+

1

𝜆𝑗
)

                                                           

𝑘3 = 𝑚𝑖𝑛 (
𝜆𝑖

2𝜆𝑗𝛼𝑗
2+1

)                                                           

 

3. METHODOLOGY 

In this study, we generated data with sample sizes of n = 20, 40, 60, and 80, containing full 

multicollinearity in 6 explanatory variables and partial multicollinearity in 3 explanatory variables, using 

software R with 1000 iterations. The explanatory variables were produced through Monte Carlo 

simulations: 

 

𝑋𝑝 = √(1 − 𝜌2)𝑍𝑖𝑗 + 𝜌𝑍𝑖(𝑝+1)                                         

 

where 𝜌 is set to ensure a high correlation among the 6 explanatory variables, and 𝑍𝑖𝑗 refers to the pseudo-

random numbers generated from the standard normal distribution. 

 

The dependent variable of the Poisson regression model   is   generated   using    pseudo-random numbers 

from the 𝑃𝑜(𝜇𝑖) where: 

 

𝜇𝑖 = 𝑒𝑥𝑝(𝛽0 + 𝛽1𝑥𝑖1 + ⋯ + 𝛽𝑝𝑥𝑖𝑝)                    

 

To evaluate the performance of the estimator using MSE as follows: 

 

𝑀𝑆𝐸 =
∑ (𝛽̂𝑖 − 𝛽)

′
(𝛽̂𝑖 − 𝛽)𝑅

𝑖=1

𝑅
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where 𝛽̂𝑖 is the β estimator obtained from PJSE, PRRE, and PMKLE, and R is the number of iterations. 

 

4. RESULTS AND DISCUSSION 

The simulation data in this study has 6 independent variables, and there are 2 variations, namely partial 

correlation data and full correlation data. Multicollinearity is examined through VIF. The results of the 

simulation data analysis with n = 20, 40, 60, and 80, and 𝜌 = 0.3 and 0.99 cause the simulation data to 

contain high multicollinearity. The VIF results are shown in Table 1 and Table 2. 

 

Table 1. Partial Correlation VIF Value. 

 

n 𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 

20 70.54 28.89 69.47 1.35 1.18 1.24 

40 43.04 37.15 47.34 1.52 1.34 1.39 

60 20.59 26.42 20.27 1.06 1.24 1.07 

80 45.10 39.57 47.79 1.26 1.17 1.15 

 

Table 2. Full Correlation VIF Value. 

 

n 𝑋1 𝑋2 𝑋3 𝑋4 𝑋5 𝑋6 

20 66.36 83.38 53.57 63.05 155.98 82.97 

40 44.19 78.69 105.59 83.58 64.45 105.55 

60 39.64 25.08 34.01 40.14 38.10 45.90 

80 26.88 25.82 26.72 29.45 29.78 35.14 

 

Based in Table 1, it can be seen that the independent variables 𝑋1,, 𝑋2 and 𝑋3 have VIF values of more 

than 10, indicates multicollinearity in the three variables. Meanwhile, the independent variables 

𝑋4,, 𝑋5 and 𝑋6 have VIF values of less than 10, indicating that there is no multicollinearity.   

 

And based in Table 2, it can be seen that the independent variables 𝑋1,, 𝑋2, 𝑋3, 𝑋4,, 𝑋5 and 𝑋6 have VIF 

values of more than 10, which indicates multicollinearity in the six variables. 

 

Next is to calculate the MSE values for PJSE, PRRE and PMKLE at 𝑛 =  20, 40, 60, 80 to find which 

one is better at handling the multicollinearity   present in the model. 
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Table 3: MSE Value on Partial Correlation Data 

 

MSE 
n 

20 40 60 80 

MLE 7.076 4.823 3.641 3.277 

PJSE c 6.565 4.738 3.599 3.251 

PRRE 𝑘1 6.535 4.732 3.596 3.248 

PRRE 𝑘2 5.082 4.549 3.561 3.239 

PMKLE 𝑘1 5.761 4.562 3.510 3.193 

PMKLE 𝑘2 5.428 4.465 3.460 3.161 

PMKLE 𝑘3 6.302 4.687 3.574 3.234 

 

The results of the analysis in Tables 3 show that at small sample sizes (n = 20), PRRE k2 shows a smaller 

MSE value compared to PJSE and PMKLE, indicate that PRRE k2 is more effective in overcoming 

multicollinearity in data with small sample sizes. Meanwhile, at larger sample sizes (n = 40, 60 and 80), 

PMKLE shows better performance with a lower MSE value compared to other estimators. This indicates 

that PMKLE is more effective in overcoming multicollinearity when the sample size increases. 

 

 
 

Figure 1: Graph of MSE values for n = 20 

 

Figure 1 shows a graphical comparison of MSE values for each estimator, indicate that PRRE k2 tends to 

have better performance with a lower MSE value than other estimators at n = 20. 
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Figure 2: Graph of MSE values for n = 40 

 

Figure 2 shows a graphical comparison of MSE values for each estimator, indicate that PMKLE k2 tends to 

have better performance with a lower MSE value than other estimators at n = 40. 

 

 
Figure 3: Graph of MSE values for n = 60 

 

Figure 3 shows a graphical comparison of MSE values for each estimator, indicate that PMKLE k2 tends 

to have better performance with a lower MSE value than other estimators at n = 60 

 

 
Figure 4: Graph of MSE values for n = 80 
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Figure 4 shows a graphical comparison of MSE values for each estimator, indicate that PMKLE k2 tends 

to have better performance with a lower MSE value than other estimators at n = 80 

 

Table 4: MSE Values on Full Correlation Data 

 

MSE 
n 

20 40 60 80 

MLE 43.355 19.343 13.823 10.831 

PJSE c 42.225 19.149 13.719 10.760 

PRRE 𝑘1 42.687 19.249 13.776 10.801 

PRRE 𝑘2 39.535 18.950 13.685 10.760 

PMKLE 𝑘1 41.469 19.064 13.685 10.741 

PMKLE 𝑘2 40.809 18.957 13.628 10.704 

PMKLE 𝑘3 42.365 19.202 13.754 10.786 

 

The results of the analysis in Tables 4 show that at sample sizes n = 20 and 40, PRRE k2 shows a smaller 

MSE value compared to PJSE and PMKLE, indicating that PPRE k2 is more effective in overcoming 

multicollinearity in data with sample sizes n = 20 and 40. Meanwhile, at sample sizes n = 60 and 80, 

PMKLE shows better performance with a lower MSE value compared to the other two estimators. This 

indicates that PMKLE is effective in overcoming multicollinearity when the sample size increases. 

 

 
Figure 5: Graph of MSE values for n = 20 

 

Figure 5 shows a graphical comparison of MSE values for each estimator, indicate that PRRE k2 tends to 

have better performance with a lower MSE value than other estimators at n = 20. 
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Figure 6: Graph of MSE values for n = 40 

 

Figure 6 shows a graphical comparison of MSE values for each estimator, indicate that PRRE k2 tends to 

have better performance with a lower MSE value than other estimators at n = 40. 

 

 
Figure 7: Graph of MSE values for n = 60 

 

Figure 7 shows a graphical comparison of MSE values for each estimator, indicate that PMKLE k2 tends 

to have better performance with a lower MSE value than other estimators at n = 60. 
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Figure 8: Graph of MSE values for n = 80 

 

Figure 8 shows a graphical comparison of MSE values for each estimator, indicate that PMKLE k2 tends 

to have better performance with a lower MSE value than other estimators at n = 80. 

 

5. CONCLUSIONS 

Based on the results obtained, the following are conclusions regarding the use of the PJSE, PRRE and 

PMKLE methods in Poisson regression analysis: 

 

1. At partial correlation data simulation for sample size n = 20, the performance of the Poisson Ridge 

Regression Estimator method using the parameter value k2 in overcoming multicollinearity is better 

than the Poisson James-Stein Estimator and Poisson Modified Kibria-Lukman Estimator methods 

because it produces a smaller MSE value. Meanwhile, for sample sizes n = 40, 60 and 80, the 

performance of the Poisson Modified Kibria-Lukman Estimator method using the parameter value k2 

in overcoming multicollinearity is better than the other methods because it produces a smaller MSE 

value. 

2. At full correlation data simulation for sample sizes n = 20 and 40, the performance of the Poisson Ridge 

Regression Estimator method using the parameter value k2 in overcoming multicollinearity is better 

than the Poisson James-Stein Estimator and Poisson Modified Kibria-Lukman Estimator methods 

because it produces a smaller MSE value. Meanwhile, at sample sizes n = 60 and 80, the performance 

of the Poisson Modified Kibria-Lukman Estimator method using the parameter value k2 in overcoming 

multicollinearity is better than the other methods because it produces a smaller MSE value. 
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